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Research Question
How has rhetoric about the legalization of 

marijuana changed over time? 

Can we use the rhetorical patterns in articles about 
legalization to predict the legal status of marijuana 

at the time and region of publication?  





1: Data Extraction



“marijuanaNEAR/7(legalizor de-criminaliz)”



Extracted .txt file



Compiled dataframe



2: Data Cleaning & EDA



Data cleaning



Initial Visualizations







Most commonly used tags



Preparing Data for Prediction



Labels: “illegal”, “rec”, “med”







Dataframe with labels column







Word2Vec EDA



Word2Vec



Word2Vec





Morality & Sentiment Analysis: Polarity



Dataframe with polarity scores













Morality & Sentiment Analysis: 
Moral Foundations Theory



From haidt_dict.json

 Moral Categories:
authority/subversion

care/harm
fairness/cheating
loyalty/betrayal

sanctity/degradation



Moral category frequencies







Combining Polarity & Moral Foundations Theory



Combination Metric:
(frequency of moral category) * (polarity of moral category)



Extracting terms relevant to moral 
categories + conext



Dataframe with polarity, moral category 
frequency, and new combination metric







3: Classification



TF-IDF - Classification



TF-IDF: naive bayes [training]
Score: ~.601



TF-IDF: multinomial logistic [training]
Score: ~.58



TF-IDF: SVM [training]
Score: ~.585

[BEST MODEL]



TF-IDF: SVM [test]
Score: ~.677



Document Term Matrix - Classification



Document Term Matrix: SVM [training]
Score: ~.496



Doc2Vec - Classification



Doc2Vec: logistic reg [training]
Testing accuracy: ~.561
Testing F1 score: ~.538



Morality & Sentiment - Classification



Morality: naive bayes [training]
Score: ~.436



Morality: naive bayes [test]
Score: ~.460



Conclusions
Our classification process also indicated rhetorical 
linkages between the text written in an article and 
the legal status of marijuana in the time/region it 

was written. TF-IDF was our best model.


